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Determining Exact Fault Location in a Distribution Network in Presence of DGs Using RBF Neural Networks
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In recent times, fault location methods have been developed Abstract-- The increase in interconnection of distributed by considering DGs in a distribution network [4].

Determining exact fault location in a distribution network ...

Volume Journal International II Number 1 2011for Environmental Rehabilitation and Conservation [30-64] Volume|ISSN II No. 0975 1 2011 [30 – 64] - 6272] [ISSN 0975 - 6272] Prachi et al. Artificial neural network applications in air quality monitoring and management Prachi1, Kumar Nishant2 and Matta, Gagan3 Received: January 11, 2011 Accepted: April 19, 2011 Online: July 20, 2011 With ...

Artificial neural network applications in air quality ...

The tandem ES, combines the operations research approach with the ES approach in order to solve a problem. It can be thought as an ES linked to a database of models and algorithms (see Fig. 2). The basic approach utilized in a tandem ES is the following.

Artificial intelligence techniques for photovoltaic ...
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Awesome Machine Learning. A curated list of awesome machine learning frameworks, libraries and software (by language). Inspired by awesome-php.. If you want to contribute to this list (please do), send me a pull request or contact me @josephmisiti. Also, a listed repository should be deprecated if:

GitHub - josephmisiti/awesome-machine-learning: A curated ...
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This paper reports on a modelling study of new solar air heater (SAH) system by using artificial neural network (ANN) and wavelet neural network (WNN) models.
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In machine learning, hyperparameter optimization or tuning is the problem of choosing a set of optimal hyperparameters for a learning algorithm. A hyperparameter is a parameter whose value is used to control the learning process. By contrast, the values of other parameters (typically node weights) are learned. The same kind of machine learning model can require different constraints, weights ...

Hyperparameter optimization - Wikipedia

Very often performance of your model depends on its parameter settings. It makes sense to search for optimal values automatically, especially if there’s more than one or two hyperparams, as is in the case of extreme learning machines. Tuning ELM will serve as an example of using hyperopt, a ...

Optimizing hyperparams with hyperopt - FastML

CVonline visual learning page Vision Related Books including Online Books and Book Support Sites. We have tried to list all recent books that we know about that are relevant to computer vision and image processing.
**Improved EEMD-based crude oil price forecasting using LSTM ...**
About the author: Xu Cui is a human brain research scientist in Stanford University. He lives in the Bay Area in the United States. He is also the founder of Stork (smart publication alert app), PaperBox and BizGenius. He was born in He'nan province, China. He received education in Beijing University(BS), University of Tennessee (Knoxville) (MS), Baylor College of Medicine (PhD) and Stanford ...
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k-means clustering is a method of vector quantization, originally from signal processing, that is popular for cluster analysis in data mining. k-means clustering aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean, serving as a prototype of the cluster. This results in a partitioning of the data space into Voronoi cells.

**k-means clustering - Wikipedia**
New Features and Improvements: - Allow 64bit seeds for murmur hash. - Some code paths are a little faster. - Added an option to do bounding box regression to the loss_mmod layer.
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**How do we determine the linearity or nonlinearity of a ...**
International Journal of Engineering Research and Applications (IJERA) is an open access online peer reviewed international journal that publishes research..

**Peer Reviewed Journal - IJERA.com**

**Peer Reviewed Journal - IJERA.com**